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Abstract. We study coarse grainings of discrete dynamical systems on Rn.
In particular we are interested in state space aggregations. We give a com-
plete characterisation of compatible aggregations for analytic maps on Rn. We
show how our results apply to artificial chemistries, Random Heuristic Search
models, and related finite population models.

1. Introduction

Modelling real life dynamical systems is a challenging problem. Whether we
are exploring social dynamics on a large scale, or trying to understand biological
interactions at the microscopic level of a cell, the number of variables involved to
describe these processes is often too large for any meaningful computer simulation
or analysis to take place in a reasonable amount of time. Researchers then usually
resort to various techniques of simplifying the underlying model, thus reducing its
dimensionality and enabling the computation of model predictions.

In this paper we look into a systematic approach for finding these simplifica-
tions for a class of models stemming from the Random Heuristic Search framework
developed by Vose in [20]. Let us explain on a toy model the kind of systems we
have in mind (see also Example 4 below). Imagine a country in which each per-
son favours one out of 3 political options, A, B, or C. In interactions with other
people, each pair of individuals will reach a consensus on which party they would
like to vote for. Furthermore, every person preferring A will convert any sup-
porter of B or C, and likewise a supporter of B will convert supporters of C. Let
T (pA, pB, pC) = (rA, rB, rC) be a map (later called a heuristic) that encodes this
dynamics in the following way. Given a population with 100 ·pX% supporters of the
option X, rY is the probability that two individuals chosen at random from that
population adopt the common view Y. In fact, in order to keep track of the number
of supporters of A it is not necessary to distinguish supporters of B and C. They
can all be lumped together, and we will have simplified our model and reduced its
dimensionality by 1.

Intuitively, coarse graining (also (ordinary) lumping or aggregation) refers to
clustering portions of the state space in such a way that the dynamics on these
‘higher level’ states is still well-defined. In particular, we are interested in state
space aggregations that correspond to the changes of variables of the form Xi =
xi1 + · · · + xik where each of the variables xj occurs exactly once in one Xi, thus
effectively partitioning the set of variables. Coarse graining has been previously
studied by Vose and his collaborators and some useful criteria have been devised
that guarantee existence of coarse grainings in certain cases ([2, 15–17]).
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Other authors, most prominently Rabitz and collaborators (see [10–12]), and
more recently Jacobi ([7]), and Tomlin et al. ([19]) explored the coarse grainings of
continuous systems given by differential equations. It turns out that the theory of
linear coarse grainings coincides in both the discrete and continuous systems.

We would like to stress that there are other approaches to simplifying the dy-
namics of iterated dynamical systems. These model reduction techniques include,
most notably, the singular value decomposition and variants thereof. They, how-
ever, will not be a subject of our interest in this study, since they usually do not
preserve the inner dynamics of the system which is our primary concern. For some
papers that do follow this line of research see [6, 8].

This paper is organised as follows. In Section 2 we set up the notation, give
basic definitions and survey known results. An emphasis is put on continuous-
time systems and how they come together with our discrete-time theory. We also
exemplify some of their differences. In Section 3 a few motivating examples are given
and special instances of the main theorem are derived. These already generalise
some of the results from [17] and hint at the general framework that is developed
throughout Sections 4 and 5, and which incorporates, amongst others, the model
given at the beginning.

We start with an idealised, infinite population dynamics given by a heuristic
map. Then for any r ∈ N, which represents the real size of the population, Vose
showed how to derive various associated Markov chains modelling the changes this
finite population undergoes. In [20] he proved that the aggregations of the heuristic
map naturally extend to aggregations of these derived models. The workings of this
machinery are, for completeness, explained in Section 4. Additionally, in Appendix
A we prove that this applies to some other classes of derived models reinforcing
the view that it is only aggregations of the heuristic that matter. In Section 5 we
prove our main theorem, a characterisation of compatible lumpings in terms of the
coefficients of the Taylor series of the heuristic map (Theorem 16). This is then
applied to systems modelling artificial chemistries.

Concluding remarks and a discussion outlining directions for further research are
left for Section 6 and the appendix.

2. General theory

We start by defining a dynamical system, borrowing notation from [18].

Definition 1. Let J be R ∩ [0,∞) or Z ∩ [0,∞) and X a non-empty set (state
space). A map Φ: J ×X → X is called a (global autonomous) semi-flow if

(1) Φ(0, x) = x for all x ∈ X,
(2) Φ(t+ s, x) = Φ(t,Φ(s, x)) for all t, s ∈ J and x ∈ X.

Often the space X comes with a topology and then we will require that Φ is a
continuous map. To simplify the notation we write Φt(x) instead of Φ(t, x).

We are interested in conglomerating points of the state space to get, possibly, a
simpler system. The following definition captures the idea.

Definition 2. Let (X,Φ) and (Y,Ψ) be two dynamical systems with the same
underlying time set J . A (continuous) map Ξ: X → Y is a coarse graining if the
following diagram commutes for all t ∈ J ,
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X

Y

X

Y

Ξ

Φt

Ξ
Ψt

or symbolically Ξ(Φt(x)) = Ψt(Ξ(x)) is satisfied for all t ∈ J and x ∈ X.

In the discrete case, a semi-flow is completely determined by the map Φ1 : X →
X, which we denoted by T from now on, and for all n ∈ N we have

Φn(x) = (Φ1 ◦ Φ1 ◦ · · · ◦ Φ1︸ ︷︷ ︸
n times

)(x) = (Φ1)n(x) = Tn(x),

so it is enough to check the commutativity condition for t = 1, i.e.

Ξ(T (x)) = Ψ1(Ξ(x)), for all x ∈ X(1)

which implies that coarse graining coincides with the notion of semi-conjugacy in
the theory of dynamical systems (see e.g. [1]). For this reason the map Ψ1 will be
denoted by T̃ in the discrete case.

In the continuous case, the state space is usually a differential manifold and the
semi-flow is implicitly given as a solution to an ordinary differential equation

(2) ẋ = A(x).

In order to make the dynamics well defined we require that the equation has
a unique forward solution. Under a mild assumption of Lipschitz continuity of
A, this is guaranteed by the Picard–Lindelöf theorem. In that case, the map[
d
dtΦt

]
t=t0

: X → TX1 does not depend on t0 and defines the vector field of veloci-
ties of trajectories on X. If one wishes to investigate the stability of the system, it
is not uncommon to fix an equilibrium point and require A(0) = 0 as in [19]. We
shall not make this assumption. In what follows we do however require that A is
at least twice continuously differentiable and refer to these as smooth systems. The
following lemma was proven in [7] (compare also with [19, Theorem 1.2]).

Lemma 3 ([7], Lemmas 1 and 2). Let (X,Φ) and (Y,Ψ) be smooth systems given
by their respective differential equations

ẋ = A(x), ẏ = B(y).(3)

A smooth map Ξ: X → Y is a coarse graining if and only if

(DΞ)x ·A(x) = B(Ξ(x)), for x ∈ X(4)

where (DΞ)x denotes the differential of Ξ calculated at the point x.

The proof essentially consists of noticing that, when differentiated with respect
to t and evaluated at, say, t = 0, the condition Ξ(Φt(x)) = Ψt(Ξ(x)) becomes (4).
Note that in the case where Ξ is a linear map2 this condition (4) reads

Ξ(A(x)) = B(Ξ(x)), x ∈ X.

1As is common in the literature on differential geometry TX denotes tangent bundle of X.
2This requires the underlying space to be linear, but most often we will be interested in maps

on (subsets) of Rn.
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Comparing the latter with (1) it is apparent that understanding linear coarse grain-
ings of smooth and discrete systems is essentially the same problem. This is per-
haps best seen in the example of discrete- and continuous-time Markov chains.
Recall that a time-homogeneous discrete-time Markov chain (DTMC) on a finite
state space Ω, |Ω| = n, is (probabilistically) completely determined with its ini-
tial distribution p ∈ Λn and a transition matrix M where Λn = {(p1, . . . , pn)T ∈
Rn≥0|

∑n
i=1 pi = 1} and M is an n × n stochastic matrix, i.e. has non-zero entries

and the entries in each column add up to one (see e.g. [13]). In our setting, we can
regard this as a system (Λn,Φ) on the simplex given by Φk(p) = Mk · p, for all
k ∈ N0.

A continuous-time analogue of DTMCs are continuous-time Markov chains (CTMCs)
with a finite state space. The most important class of CTMCs can be constructed
as follows. Start with an n× n matrix Q = [qij ] such that

• qii ≤ 0, for all i;
• qij ≥ 0, for all i 6= j;
•
∑n
i=1 qij = 0, for all j.

Set P (t) = etQ. It can be shown that P (t) is stochastic for all t ∈ R≥0. Using
the matrix Q as a generator matrix it is possible to construct a continuous-time
random process (Xt : t ≥ 0) such that

P(Xtn+1 = in+1|Xtn = in, . . . , Xt0 = i0) =
= P(Xtn+1 = in+1|Xtn = in) = pin+1in(tn+1 − tn),

where the matrix P (tn+1−tn) has entries pij(tn+1−tn). This means that the process
that has an initial distribution p over states in Ω, at the time t is distributed as
P (t) · p = etQ · p. For more details see Chapters 2 and 3 of [13]. Hence, we can
regard such a CTMC as a dynamical system (Λn,Φ) given by Φt(p) = etQ · p, for
t ∈ R≥0. Note that Φ satisfies the differential equation d

dtΦt(p) = Q · Φt(p) and
according to what was said above, the linear coarse grainings of that map can be
identified as the linear coarse grainings of the associated map x 7→ Q · x.

When we move away from linear coarse grainings things change drastically. But
before we discuss what happens in that case we recall a result from [17] that gives
necessary and sufficient conditions for a map to be a coarse graining in the discrete-
time case.

Theorem 4 ([17], Theorem 1). Let V andW be open sets in Rn and Rm respectively
and let T be a continuously differentiable function on V that generates a discrete
system. Let Ξ: V → W be a smooth map such that its level sets are connected by
smooth paths. Then Ξ is a coarse graining of the system T if and only if
(5) (DT )x · Tx ⊆ ker (DΞ)T (x), for all x ∈ V
where Tx ⊆ ker (DΞ)x is a tangent space at x defined as a linear span of a set of
all velocities realised by smooth paths passing through x and attaining values within
the same level set of Ξ3.

The intuition underlying condition (5) is as follows. Given a map Ξ, to check
that it is a valid coarse graining we would normally check that any two points
belonging to the same class map to points from the same class. Instead we check
that classes are mapped one to another locally. The fact that any two points

3This is essentially the tangent space at x of the manifold {y ∈ V : Ξ(y) = Ξ(x)}.
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in the same class are connected by a smooth path allows us to extend this local
compatibility globally. As the following example shows, the assumption that level
sets are smooth-path-connected is crucial for the validity of the result.
Example 1. Let V = W = R, T (x) = ex and Ξ(y) = y2. It is clear that Tx is
the null-space for every x ∈ R and that condition (5) is trivially satisfied. Still
Ξ is not a valid coarse graining of the system as, for example, Ξ(1) = Ξ(−1) but
Ξ(T (1)) = e2 6= e−2 = Ξ(T (−1)).

If Ξ in Theorem 4 is assumed to be linear then the result reduces to Theorem 1
in [15] and condition (5) simplifies to
(6) (DT )x · ker Ξ ⊆ ker Ξ.
Combining these remarks with Theorem 4 and Lemma 3 we get
Corollary 5 ([7], Proposition 1). Let V be a convex open set in Rn and (V,Φ) a
smooth system given by the differential equation ẋ = A(x). A linear map Ξ: V →
Rm is a coarse graining if and only if (DA)x · ker Ξ ⊆ ker Ξ, for all x ∈ V . In this
case, the coarse grained system satisfies the equation ẏ = B(y) where B : Ξ(V ) →
Rm is the map given by B(Ξ(x)) = Ξ(A(x)).

The advantage of Theorem 4 over Lemma 3 is that the former does not mention
the coarse grained map Ψ in the statement, although, once it is established that Ξ
is a coarse graining, the simplified, coarse grained map is easily obtained. In reality,
this form is more applicable when we are required to produce a coarse graining for
a given map. A similar improvement can be achieved in the continuous setting as
well and is essentially the content of [19, Theorems 1.5 and 1.6], but as our setting
is slightly different we give a proof below.
Theorem 6. Let V and W be open sets in Rn and Rm respectively and let (V,Φ) be
a smooth system on V satisfying the differential equation ẋ = A(x). Let Ξ: V →W
be a smooth map such that its level sets are connected by smooth paths. Then Ξ is
a coarse graining of the system Φ if and only if for all x ∈ V
(7) (D2Ξ)x [A(x),w] + (DΞ)x · (DA)x ·w = 0, for all w ∈ Tx ,
where Tx ⊆ ker (DΞ)x is a set of all velocities realised by smooth paths passing
through x and attaining values within the same level set of Ξ as before.
Proof. The proof is very similar to the proof of Theorem 4 in [15]. Let x ∈ V and
w 6= 0 a vector in Tx ⊆ ker(DΞ)x . There is a smooth path x(t) in V passing
through x having velocity w at t = 0 and staying in the same level set of Ξ.
According to Lemma 3 (DΞ)x(t) ·A(x(t)) is constant on some open interval around
zero and hence

0 = d

dt

[
(DΞ)x(t) ·A(x(t))

]
t=0 = (D2Ξ)x [A(x),w] + (DΞ)x · (DA)x ·w.

Conversely, assume (7) holds. We need to show that the higher level dynamics
is well defined. Let v and w be two points from the same level set of Ξ and let
ρ : [0, 1]→ V be a smooth path (we denote the temporal variable by s) within the
same level set of Ξ with ρ(0) = v and ρ(1) = w. So it suffices to show that Φt ◦ ρ
is again a smooth path within the same level set of Ξ for all t. Hence we need to
show that for all t ≥ 0 and s0 ∈ (0, 1)

(8) (DΞ)Φtρ(s0) ·
d

ds
[Φt(ρ(s))]s=s0

= 0.
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Here we use the fact that a smooth path stays within the same level set of Ξ if and
only if its velocity is normal to DΞ at all times. Note that (8) is satisfied for t = 0
as ρ is indeed a path within a level set of Ξ. So it turns out that it is enough to
show that the left side in (8) stays constant as t varies or equivalently

(9) d

dt

[
(DΞ)Φtρ(s0) ·

d

ds
[Φt(ρ(s))]s=s0

]
= 0.

We calculate
d

dt

[
(DΞ)Φtρ(s0) ·

d

ds
[Φt(ρ(s))]s=s0

]
=

= (D2Ξ)Φtρ(s0)

[
d

ds
[Φt(ρ(s))]s=s0

,
d

dt
[Φt(ρ(s0))]

]
+ (DΞ)Φtρ(s0) ·

d

dt

d

ds
[Φt(ρ(s))]s=s0

=

= (D2Ξ)x(t) [w(t), ẋ(t)] + (DΞ)x(t) ·
d

ds

[
d

dt
Φt(ρ(s))

]
s=s0

=

= (D2Ξ)x(t) [w(t), A(x(t))] + (DΞ)x(t) ·
d

ds
[A(Φt(ρ(s))]s=s0

=

= (D2Ξ)x(t) [w(t), A(x(t))] + (DΞ)x(t) · (DA)x(t) ·
d

ds
[Φt(ρ(s))]s=s0

=

= (D2Ξ)x(t) [w(t), A(x(t))] + (DΞ)x(t) · (DA)x(t) ·w(t)

where we set x(t) = Φtρ(s0), w(t) = d
ds [Φt(ρ(s))]s=s0

and d
dtΦt(ρ(s)) = A(Φtρ(s))

since the solutions to the system Φ satisfy equation ẋ = A(x). Finally, we note
that the expression above, under the assumption (7), equals zero as required. �

The improvement made by this theorem is somewhat artificial as solving the dif-
ferential equation above is by no means an easy task. However, imposing additional
assumptions on coarse graining can possibly simplify it. For example it is obvious
that assuming Ξ is linear the statement of the theorem reduces to Corollary 5.

Example 2. Observe the continuous-time system in the plane R2 given by
ẋ = x, ẏ = 2y.

Using Theorem 6 we can show that Ξ: R2 → R, Ξ(x, y) = xy coarse grains the
initial system to the system given by ż = 3z. We calculate

(DΞ)(x,y) =
[
y x

]
, (D2Ξ)(x,y) =

[
0 1
1 0

]
, A(x, y) = (x, 2y),

(DA)(x,y) =
[
1 0
0 2

]
, T(x,y) =

{
〈(1, 0)〉 ∪ 〈(0, 1)〉, if (x, y) = (0, 0)
〈(x,−y)〉, otherwise.

It is now easy to check that condition (7) is satisfied as[
0 1
1 0

]
[(x, 2y),w]+

[
y x

]
·
[
1 0
0 2

]
·w = 2yw1 +xw2 +yw1 +2xw2 = 3(yw1 +xw2)

equals zero for all w ∈ T(x,y). In fact, both the initial and the coarse grained system
can be explicitly solved, the solutions being Φt(x, y) = (xet, ye2t) and Ψt(z) = ze3t.
It is now apparent that Ξ ◦ Φt = Ψt ◦ Ξ, for all t ≥ 0.

Another way to prove Theorem 6 is to consider discrete systems derived from
the given continuous one and then require that all of those have the same coarse
graining. The statement of the theorem will then follow directly from Theorem 4.
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Figure 1. The dashed curves depict the evolution of the dotted
line at times τ/4, 3τ/4, τ , 5τ/4, and 7τ/4

We give a short sketch of the idea. Assume (X,Φ) is some smooth system. Fix any
τ > 0 and let (X,Ψ1) be a discrete system generated with the map Ψ1 = Φτ . No
matter which τ was chosen, any coarse graining of Φ will coarse grain Ψ1 as well.
And conversely, if Ξ: X → Y coarse grains the system Φτ regardless of which τ > 0
was chosen, then it coarse grains the initial continuous system (X,Ψ) by definition.
Rewriting the condition from Theorem 4 in the form

(DΞ)Φτ(x) · (DΦτ )x ·w = 0, for all w ∈ Tx

and then differentiating it with respect to τ and finally letting τ → 0 gives the
condition from Theorem 6 as required.

However, if Ξ coarse grains only some of the induced discrete system then it need
not coarse grain the continuous system as the following example shows.

Example 3. Consider a continuous system in the plane given by the following
differential equation

ẋ = 2 + sin(x− y), ẏ = 0.

It is possible to obtain the explicit solution for Φt(x, y) but this will not be necessary
to make our point. It suffices to notice that all the trajectories of this system run
parallel to the x-axis and that the vector field of their velocities, represented by
the equation above, is periodic in the first variable with period 2π. Moreover, it is
constant along the lines enclosing an angle of π/4 with the x-axis (see Figure 1).

Let us denote by τ the time taken by a particle carried by this vector field to travel
from (0, 0) to (2π, 0), i.e. let τ > 0 be such that Φτ (0, 0) = (2π, 0). Because of the
symmetries described above, it is now apparent that in fact Φτ (x, y) = (2π + x, y)
holds for any (x, y) ∈ R2. In particular, this discretisation is coarse grained by the
map Ξ(x, y) = x. Nevertheless, this Ξ does not coarse grain the continuous system



8 CHRIS GOOD, DAVID PARKER, MATE PULJIZ, AND JONATHAN E. ROWE

as one can see using Theorem 6. We compute
(DΞ)(x,y) =

[
1 0

]
,

(D2Ξ)(x,y) = 0,

(DA)(x,y) =
[
cos(x− y) − cos(x− y)

0 0

]
,

T(x,y) = 〈(0, 1)〉,

and substituting everything into the left hand side of (7) we get
− cos(x− y)

which is clearly not equal to zero in the whole plane.

3. Motivating examples

In this section we describe a class of systems to which we wish to apply the theory
of coarse grainings. In the theory of genetic algorithms they are better known as
binary tournaments. In some special cases their coarse grainings have already been
investigated in [16,17].

Adopting the notation from [20], let Ω = {1, 2 . . . , n} be a set of labels. Imagine
a well mixed solution of a large number of particles in a tank each carrying a label
from Ω. They move freely about the tank and every time two of them bump into
each other their states are changed according to some rule. A rule, for example,
might be that the particle in the lower state gets excited to match the state of the
particle in the higher state (see Example 4 below).

If we denote the family of two point subsets of Ω with [Ω]2, then any function
s : [Ω]2 → Ω such that s(S) ∈ S is called a two point selection. Equivalently s can
be interpreted as an assignment of a direction to every edge of a complete graph
with the set of vertices Ω. Intuitively, s is a rule to decide a winner among any pair
of agents each of which is in a state from Ω. The fact s({i, j}) = i, that is i beats j,
will be also denoted as i ↼ j in agreement with the directed graph interpretation,
and to match the fact that the losing particle’s label is transformed from j to i.

Associated to the selection s is a map T : Λn → Λn given by

(T (p1, . . . , pn))i = pi(pi + 2
∑
i↼k

pk),(10)

which is often called a heuristic. The interpretation is as follows; (T (p))i gives
the probability that, after choosing at random two agents from the population in
which the proportions of labels are given by p = (p1, . . . , pn), the winner is of type
i. In other words, the heuristic map T models (in discrete steps) the evolution of
the particles in the tank under the assumption that the solution is well mixed and
when the number of particles tends to infinity. This construction already generalises
many of the examples of binary tournaments given in [17].

We wish to investigate coarse grainings of the map T . In particular, we will be
interested in a special class of linear coarse grainings arising from partitions of the
set Ω called aggregations or lumpings. The reason for this, as the following sections
will show, is twofold. Firstly, for these we can provide a nice characterisation in
terms of the parameters of the model, and secondly they automatically induce
coarse grainings for a wide class of different systems that represent different ways
to model (or simulate) the evolution of the solution in the tank.
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Definition 7. Let P = {C1, . . . , Cm} be a partition of the set Ω = {1, 2, . . . , n}.
The aggregation associated with this partition is a map Ξ: Λn → Λm defined by

Ξ · (p1, . . . , pn)T = (
∑
i∈C1

pi, . . . ,
∑
i∈Cm

pi)T .(11)

Hence, Ξ is a 0-1 matrix having exactly one entry equal to 1 in each column, i.e.
it is stochastic. Given a heuristic T : Λn → Λn, the partition P (or the induced
equivalence relation) is said to be compatible (with the dynamics T ) if Ξ is a coarse
graining of the map T .

Definition 8. The equivalence relation ≡ on the set of labels Ω is contiguous with
respect to a selection ↼ if for all i, j, k ∈ Ω we have

i ≡ j ≡ k whenever i ≡ k and i ↼ j ↼ k.(12)

Note that i and k in the definition above are distinct as we cannot have i ↼ j and
at the same time j ↼ i. Also, in general, the relation ↼ need not be transitive. An
example of a non-transitive rule is the game ‘Rock, paper, scissors’ and extensions
thereof. We can now state our characterisation of compatible aggregations for these
systems. Its proof is omitted as it follows from more general Proposition 11 we prove
below.

Proposition 9. Let T be a heuristic as above. The equivalence relation on Ω is
compatible (i.e. gives a coarse graining) with T if and only if it is contiguous with
respect to ↼.

Example 4 (Simple binary tournament, [17]). Let the relation ↼ on {1, 2 . . . , n}
be given by

i ↼ j if and only if i > j

i.e. the particle in the lower state gets excited to match the state of the particle
in the higher state. It is not hard to identify all the contiguous partitions for this
relation. For any two i, j ∈ Ω that are in the same class, any k that lies in between
i > j > k must belong to the same class. Hence, the only contiguous partitions are
those that can be obtained by writing numbers 1, 2, . . . , n in the increasing order
and then making a few cuts to yield blocks of a partition. Proposition 9 says that
these are the only compatible aggregations for the heuristic T given by

(T (p1, . . . , pn))i = pi(pi + 2
∑
i↼k

pk) = p2
i + 2

i−1∑
k=1

pipk, for 1 ≤ i ≤ n.

Suppose that it is not a selection that is given on Ω but let P : Ω2 → [0, 1] be a
function such that P (i, j) = 1−P (j, i) for all i, j ∈ Ω. We call such a P a selection
map. The interpretation is that in a clash between i and j, i wins with probability
P (i, j) and j wins with the probability 1−P (i, j) = P (j, i). Note that this requires
P (i, i) = 1/2 for all i ∈ Ω, the interpretation being that between two particles
labelled by i, each wins half of the time. The outcome is, of course, the same either
way. If P (i, j) ∈ {0, 1} whenever i 6= j then this reduces to a two point selection
given by s({i, j}) = iP (i, j) + jP (j, i). It turns out that there is a characterisation
of admissible aggregations that is the same as the one given in Proposition 9. Of
course, the definition of a contiguous partition requires some amendments.
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Definition 10. The equivalence relation ≡ on the set of labels Ω is contiguous
with respect to a selection map P if for all i, j, k ∈ Ω we have

i ≡ j ≡ k whenever i ≡ k and P (i, j) 6= P (k, j).(13)

We remark that this reduces to Definition 8 when P maps off-diagonal pairs to
{0, 1}.

If we denote by P the partition induced by the classes of ≡ then the condition
above amounts to requiring that for any C,D ∈ P, C 6= D, and for any i, k ∈ C and
j ∈ D we have P (i, j) = P (k, j). If we let l be any other element in D, the same
condition now applied with the roles of C and D swapped gives P (j, k) = P (l, k).
But since P is a selection this implies P (k, j) = P (k, l) and hence P (i, j) = P (k, l).
This shows that for a contiguous partition there is a well defined selection map
P : P2 → [0, 1] such that P (C,D) + P (D,C) = 1 for all C,D ∈ P, and for every
i ∈ C and j ∈ D we have P (C,D) = P (i, j). Although these are two different
maps, we will keep the same notation.

How does the heuristic map look in this more general setting? Let us compute
the probability that the winner in a random reaction is of type i.

(T (p1, . . . , pn))i = p2
i +

∑
k∈Ω\{i}

2pipkP (i, k) = 2pi
∑
k∈Ω

P (i, k)pk,(14)

where we noted that P (i, i) = 1/2. It is not hard to see that when we have a two
point selection this reduces to (10). We are now ready to prove our characterisation.

Proposition 11. Let P be a selection map on Ω, and let the heuristic T be as in
(14). The equivalence relation on Ω is compatible (i.e. gives a coarse graining) with
T if and only if it is contiguous with respect to P .

Proof. Let P be the partition of Ω induced by a contiguous equivalence relation,
and let Ξ be the associated aggregation. Take C ∈ P and calculate

((Ξ ◦ T )(p1, . . . , pn))C =
∑
i∈C

(T (p1, . . . , pn))i =
∑
i∈C

2pi

(∑
k∈Ω

P (i, k)pk

)
=

= 2
∑
i∈C

pi

(∑
D∈P

∑
k∈D

P (i, k)pk

)
= 2

∑
i∈C

pi

(∑
D∈P

P (C,D)
(∑
k∈D

pk

))
=

= 2
(∑
i∈C

pi

)(∑
D∈P

P (C,D)
(∑
k∈D

pk

))
= 2pC

∑
D∈P

P (C,D)pD = T̃ (Ξ(p1, . . . , pn))

where pC =
∑
i∈C pi for any C ∈ P. This shows that Ξ is a coarse graining of the

system and, moreover, we see that the coarse grained map T̃ is in the same form
as the original one. It expresses the rule of transformation for meta-particles that
are given by the classes of the partition P.

Conversely, suppose that P is a partition of Ω whose associated aggregation Ξ
coarse grains T . We need to prove that P (i.e. the equivalence relation that it
induces) is contiguous with respect to P . Take C,D ∈ P, C 6= D. Following the
discussion after Definition 10, it suffices to prove that for any i, k ∈ C and j ∈ D
we have P (i, j) = P (k, j). For the sake of getting a contradiction assume that there
are i, k ∈ C and j ∈ D such that P (i, j) < P (k, j).
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To simplify the notation we can, without loss of generality, assume that i = 1,
k = 2, j = 3. Note that

Ξ(1/2, 0, 1/2, 0, . . . , 0) = Ξ(0, 1/2, 1/2, 0, . . . , 0)

and since Ξ is a coarse graining we must also have

((Ξ ◦ T )(1/2, 0, 1/2, 0, . . . , 0))C = ((Ξ ◦ T )(0, 1/2, 1/2, 0, . . . , 0))C

which, after using the definition

((Ξ ◦ T )(p1, . . . , pn))C =
∑
i∈C

2pi

(∑
k∈Ω

P (i, k)pk

)
,

becomes
1
2(P (1, 1) + P (1, 3)) = 1

2(P (2, 2) + P (2, 3)).

As P (1, 1) = P (2, 2) = 1/2, we get P (1, 3) = P (2, 3), which contradicts the initial
assumption P (1, 3) < P (2, 3). This finishes the proof of the other implication. �

4. Random Heuristic Search

In this section we further generalise the model from Section 3 to include even
more general reaction rules. But first, we fix some notation.

As before, we use a bold variable when we want to emphasise that the object is
a vector, e.g. p = (p1, . . . , pn)T ∈ Rn, and ei is i-th vector of the canonical basis
in Rn. The set of non negative integers is denoted by Z+. Variables v, w, etc. are
reserved for labelling vectors in Zn+ and |v| := v1 + v2 + · · · + vn. Following the
multi index notation due to Schwartz, the factorial function naturally extends over
integral vectors via v! = v1! · · · vn! and so do integral powers pv := pv1

1 p
v2
2 . . . pvnn .

It is also convenient to introduce a shorthand C(n, r) :=
(
r+n−1

r

)
, and for the space

of (real) m× n matrices Mm×n. Recall that the (n− 1)-dimensional simplex is

Λn := {(p1, . . . , pn)T ∈ Rn : |p| = 1 and pi ≥ 0 for all 1 ≤ i ≤ n} ⊂ Rn.(15)

Any continuous simplex self map T : Λn → Λn is called a heuristic. We also use
vectors to denote partial derivatives as in ∂vT (p) = d|v|

dp
v1
1 ...dpvnn

T (p1, . . . , pn). The
following class of Markov chains was introduced in [20].

Definition 12. Let T : Λn → Λn be a heuristic. A random heuristic search (RHS)
with a positive integer parameter r is a discrete-time Markov chain with a state
space 1

rX
r
n ⊂ Λn where Xr

n denotes the set of all possible vectors in Zn+ that add
up to r (there are C(n, r) many of them), and where the transition probabilities
are given by

P
[

1
r
v → 1

r
w

]
= r!
w!

(
T

(
1
r
v

))w
.(16)

We will sometimes refer to this Markov chain as an augmented system or sometimes
a simulation of size r. As with any Markov chain, this augmented system can also
be represented as a deterministic linear map given by a square matrix T(r) of size
C(n, r). Note that in order to do this, we need to fix some ordering on the set 1

rX
r
n.
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We interpret this as follows. If the tank containing particles is of fixed size and
we assume that the total number r of the particles inside does not change over
time then Xr

n represents the space of all the possible populations that the tank can
contain. We further scale this by 1/r in order to embed the state space into Λn.

The definition above implies that, starting from a population v, the transi-
tion probabilities are given by a multinomial random variable with the expectation
T
( 1
rv
)
and the parameter r. In other words, if we start with the population v,

in order to obtain the population in the next time step we first compute T
( 1
rv
)
,

this represents the proportions of different labels in an urn from which we draw r
of them independently with replacement to form the new generation w.

A few remarks are in order. First note that the examples from Section 3 fit
within this framework as it is not hard to see that the heuristics there map Λn into
itself. Secondly, when the map T is given by some reaction rules, as in that section,
then it is possible to give more a natural interpretation of (16). Starting with
the population v, select two particles i, j from it at random, look up the reaction
rule for those two, and select one of them, as before, based on the probability
P (i, j) = 1 − P (j, i). Repeat this procedure r times and collate the products to
form the next generation w. Special heuristic maps of this sort fall within the
category of genetic algorithm operators, which have been, and still are, used to
tackle optimisation problems by employing ideas from genetics such as selection,
mutation and crossover. Each run of a particular genetic algorithm is simply a
realisation of one trajectory of the Markov chain from the definition above. For a
detailed account on this theory we refer the reader to [20].

There are two dynamic systems naturally arising in this discussion. The fist one
is the discrete model generated by T with trajectories p, T (p), T 2(p), . . . The other
is a stochastic run of the induced Markov chain. Iterates of this RHS are sometimes
denoted by p, τ(p), τ2(p), . . . but unlike the deterministic iterates of T , these are
random variables. A different way to write Definition 12 in a more compact way is
to inductively define iterates of the augmented system of size r by

(17)
τ0(p) = p

τk(p) = 1
r
ZkT (τk−1(p)), for k ∈ N

where {Zkα : k ∈ N,α ∈ T ( 1
rX

r
n)} is a countable family of independent multinomial

variables with parameters r and α. The expectation of the sample τ(p) is therefore
exactly T (p) but the actual distribution will depend on the size r.

It can be shown that for any fixed number N , the first N iterates τ(p), . . . , τN (p)
of the RHS converge in probability to the iterates of T as r →∞. This is because
the variability of the RHS (measured as the variance of the multinomial variable)
decreases as r increases (Theorems 3.5 and 13.2 in [20]). However, it is not possible
to achieve the convergence result for the whole trajectory and Example 5 below
shows what can go wrong.
Example 5. Let T : Λ3 → Λ3 be a constant map T (p) = (1/3, 1/3, 1/3)T =: α.
For any r ∈ N and any p ∈ Λ3, τ(p)4 is distributed over 1

rX
r
3 as a (scaled) tri-

nomial variable with the parameters r and α. As a matter of fact, by (17), any
iterate τk(p) has the same distribution and furthermore they form a family of in-
dependent random variables. As a consequence of the weak law of large numbers,

4Note the implicit dependence of τ(p) on r.
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(τ(p), . . . , τN (p)) converge in probability, as they should, to (α, . . . , α) for any given
N ∈ N as r →∞. However, if we consider the tail event {lim supk |τk(p)−T k(p)| >
ε} = {lim supk |τk(p) − α| > ε} we can easily compute that it occurs with prob-
ability 1 no matter which r ∈ N or 0 < ε < 1/3 we chose. This shows that the
random sequence (τ(p), τ2(p), . . . ) as a whole does not converge in probability to
the sequence (α, α, . . . ) as r → ∞, even though the convergence holds for the
corresponding initial parts.

We will now see what can be said about coarse grainings of such systems. Recall
that we started with a map T on Λn and produced a Markov chain T(r) on a
significantly larger space ΛC(n,r). As one would expect, the coarse grainings of
these two systems are related. In particular, we will again be interested in those
coarse grainings arising from compatible aggregations.

As before an aggregation associated to a partition {C1, . . . , Cm} of {1, 2, . . . , n}
is the map

Ξ · (p1, . . . , pn)T = (
∑
i∈C1

pi, . . . ,
∑
i∈Cm

pi)T ,(18)

and it is said to be compatible with T if it is a coarse graining for T . For any
positive integer r we also define the induced aggregation of 1

rX
r
n, still denoted by

Ξ, as a map ΛC(n,r) → ΛC(m,r) that is associated to the partition arising from an
equivalence relation on the set 1

rX
r
n given by

v

r
≡ w

r
if and only if Ξ

(v
r

)
= Ξ

(w
r

)
.(19)

In other words, two populations of size r are considered to be equivalent if they
have the matching counts of the labels from each of the classes C1, . . . Cm. One can
think of Ci’s as meta-labels and then Ξ: Λn → Λm simply maps distributions over
the labels {1, 2, . . . , n} to those over the meta-labels {C1, . . . Cm}. The overloaded
Ξ: ΛC(n,r) → ΛC(m,r) extends this to the distributions over the populations of
size r. The following result from [20] establishes the connection between coarse
grainings of T and the augmented systems.

Theorem 13 ([20], Theorem 17.7). An aggregation Ξ is a coarse graining for a
heuristic T if and only if for any chosen size of population r the induced aggregation
Ξ coarse grains the associated augmented system.

For the converse to hold it is necessary that the induced Ξ’s are compatible with
τ for any population size r ∈ N. The following example shows that this condition
cannot be weakened.

Example 6. Consider a system given by the heuristic

T (p1, p2, p3) = (p2
1, 2p1p2 + p2

2, 2p1p3 + 2p2p3 + p2
3).(20)

This is in fact a binary tournament on the state space Ω = {1, 2, 3} given by the
transitive two point selection 3 ↼ 2 ↼ 1 in which the higher state always wins over
the lower state. If we take the population size to be r = 1 then the only particle in
the tank can carry the label either 1, 2 or 3. Each of these three configurations is
a fixed point of τ , and the transition matrix is the identity matrix. Therefore any
partition, say {{1, 3}, {2}}, gives a compatible aggregation of the simulated system.
This particular partition, however, is not compatible with T as can be seen using
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Proposition 9. And it will not be compatible with augmented systems either for
r > 1.

The assumption that Ξ is an aggregation and not just any coarse graining is also
crucial for Theorem 13 to hold.

Example 7. Consider the heuristic T (p1, p2, p3) = (p1, p3, p2). The projection
map Ξ(p1, p3, p2) = p2 − p3 is clearly a coarse graining albeit not induced by an
equivalence relation. The associated simulation of size 2 is a Markov chain on the
state space 1

2X
2
3 , where

X2
3 = {(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), (0, 1, 1)},

and with the transition matrix5
1 · · 1/4 1/4 ·
· · 1 · 1/4 1/4
· 1 · 1/4 · 1/4
· · · · 1/2 ·
· · · 1/2 · ·
· · · · · 1/2


which is not compatible with the induced aggregation that merges the states (0, 1, 1)
and (2, 0, 0).

At the end of this section we recall the vector version of the well-known multi-
nomial theorem. We will need it later on and it is extremely easy to state using
the introduced notation. The proof is left to the reader.

Proposition 14 (The vector multinomial theorem). Let Ξ ∈Mm×n be a stochastic
0-1 matrix (m ≤ n), and let u ∈ Zm+ . For any p ∈ Rn we have

(Ξp)u =
∑

y∈Zn+ : Ξ(y)=u

u!
y!p

y .(21)

5. Aggregation coarse grainings

We will now prove our main theorem, a characterisation of compatible aggrega-
tions for the class of analytic heuristics in terms of their parameters. But first, we
need the following lemma.

Lemma 15. Let T : Rn → Rn be a smooth function of class Cd and let Ξ: Rn → Rm
be a linear map. If Ξ is a coarse graining of the system T then it coarse grains
∂vT : Rn → Rn for any v ∈ Zn+ for which |v| ≤ d.

Proof. It is enough to prove that d
dpi
T is coarse grained via Ξ for any 1 ≤ i ≤ n

as the general result will then follow by induction. We denote the coarse grained
system by T̃ and calculate

Ξ d

dpi
T (p) = Ξ lim

h→0

1
h

(T (p + hei)− T (p)) = lim
h→0

1
h

(ΞT (p + hei)− ΞT (p)) =

= lim
h→0

1
h

(
T̃ (Ξp + hΞei)− T̃ (Ξp)

)
= (DT̃ )ΞpΞei

which is a function of Ξp as can be seen from the formula. �

5The dots stand for zeros.
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Note that the linearity of both the derivative and Ξ is crucial here as it has
allowed us to swap the operators ∂ei and Ξ. We also note in passing that the
calculation above proves that a surjective linear coarse graining of a smooth map
produces a system with the same degree of smoothness. In fact, as Tóth et al. prove
in [19] (Theorem 2.1), the Lipschitz property is also preserved in the coarse grained
system, and with the same order. We now proceed to prove the main result.

Theorem 16. Let T (p) =
∑
v∈Zn+

1
v!αvp

v be an absolutely convergent series with
the infinite radius of convergence defining an analytic function on Rn. An aggrega-
tion Ξ: Rn → Rm is a valid coarse graining if and only if

Ξ(αv) = Ξ(αw) whenever v,w ∈ Zn+ such that Ξ(v) = Ξ(w).(22)
In particular, for all u ∈ Zm+ the coefficients βu = Ξ(αv), where v ∈ Zn+ is chosen
such that Ξ(v) = u, are well-defined. Moreover, the coarse grained system is a
convergent series on Rm given by Q(q) =

∑
u∈Zm+

1
u!βuq

u .

Note the similarity between condition (22) above and (13). Indeed, it is not hard
to see that the former generalises the latter when T is a heuristic induced by a two
point selection, and hence the theorem above generalises Proposition 11.

Proof. Assume that Ξ(v) = Ξ(w) implies Ξ(αv) = Ξ(αw). We need to show that
Ξ(T (p)) is a function of Ξ(p). We calculate

Ξ(T (p)) = Ξ

∑
v∈Zn+

1
v!αvp

v

 =
∑
v∈Zn+

1
v!Ξ(αv)pv =

∑
u∈Zm+

∑
v:Ξ(v)=u

1
v!Ξ(αv)pv =

=
∑
u∈Zm+

1
u!βu

∑
v : Ξ(v)=u

u!
v!p

v =
∑
u∈Zm+

1
u!βu(Ξp)u = Q(Ξp),

where we used the vector multinomial theorem.
Conversely, assume that the aggregation Ξ is a coarse graining of T . It suffices

to show that Ξ(v) = Ξ(w) implies Ξ(αv) = Ξ(αw) when v−w = ei−ej , i.e. when
the vectors v and w differ by 1 at exactly two coordinates. For any other choice
of an equivalent pair v and w we can construct a chain of intermediate equivalent
vectors transforming v to w by changing one coordinate at the time. Applying
the base case to each link in the chain will produce a chain of equalities giving the
general case. For example, if the first three labels/coordinates belong to the same
class with respect to Ξ then

(3, 0, 0, 1) (2, 1, 0, 1) (1, 2, 0, 1) (0, 2, 1, 1),
is a valid sequence of transformations.

Assume, therefore, that for some y,v,w ∈ Zn+ we have y = v − ei = w − ej ,
and Ξ(v) = Ξ(w). Using Lemma 15 we get that Ξ coarse grains ∂yT . Note that
ei−ej = v−w ∈ ker Ξ, and the necessary condition for coarse graining (6) implies
that

(D(∂yT ))(0,...,0)(ei − ej) = ∂ei∂yT (0, . . . , 0)− ∂ej∂yT (0, . . . , 0) =
= ∂vT (0, . . . , 0)− ∂wT (0, . . . , 0) ∈ ker Ξ.

Hence,
Ξ(∂vT (0, . . . , 0)) = Ξ(∂wT (0, . . . , 0)).
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But the series for T is given as a Taylor series about (0, . . . , 0) and therefore
∂vT (0, . . . , 0) = αv for all v ∈ Zn+. Thus Ξ(αv) = Ξ(αw), as required. �

Observation. Note that the proof works even if the series expansion for T is given
about a point other than 0. This allows to extend the result to any analytic function
T just by requiring that the condition (22) holds locally for a series expansion of T
about any point in the domain.

Corollary 17. Let T (p) =
∑
v∈Zn+

1
v!αvp

v be a Taylor series of an analytic func-
tion as in Theorem 16. An aggregation Ξ: Rn → Rm is a valid coarse graining if
and only if it coarse grains each of the homogeneous components of T which are
defined for each d ∈ Z+ by

Td(p) =
∑

v∈Zn+:|v|=d

1
v!αvp

v .(23)

Proof. It suffices to note that |v| = |Ξ(v)| and similarly for w, and hence |v| = |w|
whenever Ξ(v) = Ξ(w). Applying Theorem 16 twice will now give the result. �

As an application of Theorem 16, we characterise aggregations in three systems
of artificial chemistry.

Example 8 (Chemical reactions of degree d). Let each number in Ω = {1, 2, . . . , n}
represent a different chemical. Assume that for each choice {c1, c2, . . . , cd} of d
elements in Ω, where repetitions are allowed but the order of the elements is ir-
relevant, we are given a distribution τv = (τ1

v , τ
2
v , . . . , τ

n
v ) over Ω whose entries

are interpreted as the proportions of each of the chemicals produced by a chemical
reaction involving the particles c1, . . . , cd as reactants. We write this as

c1 + c2 · · ·+ cd → τ1
v · 1 + τ2

v · 2 + · · ·+ τnv · n(24)

and the index v ∈ Zn+ is the vector containing the counts of different types of the
reactants involved. Hence |v| = d, and for any such v ∈ Zn+ the products of the
corresponding reaction are given as a distribution τv over Ω.

We consider the following simulation. A reaction tank contains a large amount
of particles each of which is a chemical from Ω. The proportion of each chemical
in the tank is given by the probability vector p ∈ Λn. We choose d particles from
the container at random, find the appropriate reaction (denoted by v), and then
produce a new particle i ∈ Ω according to the probabilities given by τv . We repeat
this procedure many times and collect all the products to form a new generation of
particles in the tank.

What we have just described is precisely a RHS where the heuristic function is
given by

T (p) =
∑

v∈Zn+:|v|=d

1
v! (d! · τv)pv .(25)

The factor d!
v! above accounts for the number of different ways to choose the reac-

tants represented by v, given that we are choosing d particles from the tank indepen-
dently, with replacement, and with repetitions allowed. If we now set αv = d! · τv ,
we can directly apply Theorem 16 and conclude that in order for Ξ to be a com-
patible aggregation it must be Ξ(τv) = Ξ(τw) whenever Ξ(v) = Ξ(w). In other
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words, a partition of Ω is compatible with the procedure described above, if tak-
ing the blocks of the partition as meta-chemicals, the distributions over these are
well-defined for all the chemical reactions involving a multiset of d meta-chemicals
as reactants.

Example 9. (Discrete-time homogeneous Markov chains) If we set d = 1 in the
previous example, then for each label i ∈ Ω the vector τei

gives the probabilities
of the reaction

i→ τ1
ei
· 1 + τ2

ei
· 2 + · · ·+ τnei

· n.(26)

These can be interpreted as the transition probabilities of a Markov chain, and one
can see that the heuristic of this system is a linear operator on Rn corresponding
to the Markov transition matrix of the chain. The compatibility criterion for ag-
gregations in this case becomes the well-known condition for lumping the states of
a Markov chain (see e.g. [9]). Any two states that are lumped together must have
exactly the same outgoing transition probabilities towards any of the blocks in the
partition.

Recall the system in Example 4. The heuristic there can be interpreted as a
second degree chemistry where each pair of chemicals reacts to produce a chemical
with the higher of the two reacting labels. We can, therefore, use the previous
example to confirm our findings. Assume that Ξ: Rn → Rm is a compatible ag-
gregation of this heuristic. By Example 8 the reactions among the meta-particles
must be well-defined. This means that if two elements i and j (say i < j) belong
to the same class, then any element i < k < j in between would also have to be in
the same class. Otherwise, the meta-reaction cannot be defined as k+ i→ 1 ·k but
k + j → 1 · j. Conversely, it is clear that any such contiguous partition is indeed a
compatible aggregation.

Similarly, we could interpret any system given by a selection map as in (14), as
a chemistry of degree 2. But the chemistries are still more general since they also
incorporate systems as in the following example.

Example 10. Consider a second order chemistry on Zn = {0, 1, 2, . . . n− 1} with
the reaction rules

i+ j → 1 · (i+n j), for all i, j ∈ Zn.

Following Example 8, a partition of Zn will be a valid aggregation if and only for any
two blocks, it is well defined which block they produce. Let us fix one of the blocks
and denote it by C. Then for any element d ∈ Ω the set (C+nd) must be contained
within one block. From here it is not hard to see that all the blocks are translates
(or cosets) of the set {0, l, 2l, . . . , (n− l)}, where l is some positive divisor of n. We
have therefore established a correspondence between the compatible aggregations
and the divisors of n. In fact, both the compatible aggregations and the set of
divisors of n come equipped with a natural partial order making them into lattices.
It is not hard to see that these lattices are isomorphic and the refinement relation
in the former corresponds to the relation ‘is divisible by’ in the latter.

6. Concluding remarks

In the present paper we gave a criterion for an aggregation of variables to be com-
patible with a map that is given by its series expansion; and applied it to artificial
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chemistries. We also clarified the distinction between discrete- and continuous-time
systems when it comes to finding compatible aggregations.

Despite the attractive and deceptively simple looking characterisations presented
here, the consideration of algorithms led the authors to the following significant con-
clusion. The existence of a non-trivial compatible aggregation for a Markov chain
(a chemistry of degree 1) is an NP-complete problem. This result will appear in a
forthcoming paper. This means that for some systems, an algorithm searching for
compatible aggregations cannot essentially be better then the one that exhaustively
tests all the partitions of the set of variables. But even if finding aggregations is
computationally hard, the effort is usually worthwhile as the reduced system, once
found, allows for significant speed-ups when computing individual trajectories of
the system.

One way to overcome this problem is to look for compatible aggregations that
refine a given non-trivial partition. This approach has previously been employed in
model reduction algorithms for DTMCs, one of such being ‘partition minimisation’
introduced by Paige and Tarjan in [14], and adapted to Markov chains in [3].

Let us stress again that, given a heuristic function, RHS as defined above is just
one possible way of simulating the system the heuristic is representing. The main
characteristic of the RHS approach is that it is generational. Each new generation,
although dependent on the previous one, consists of an entirely new collection of
entities. Sometimes, other approaches may be more appropriate. Indeed, if our
algorithm is supposed to simulate a real biological system, it is natural to allow
the members of different generations to coexist. Similarly, if we are to simulate a
chemical process, we would like to keep most of the particles for the new generation,
and only those few that bump into another particle with which they can react,
will be replaced with a product of the reaction in the next time step. One such
natural model is given in Appendix A but it would be interesting to see which other
approaches could work.

Artificial chemistries are a fruitful area and it is no surprise that different authors
(Fontana et al. [5], Tóth et al. [19], Dittrich et al. [4] to name a few) model chemical
reactions in different ways. What seems promising is that all of them incorporate
a polynomial model similar to the one we had above. This should mean that the
results on compatible aggregations can be easily transferred across the modelling
paradigms, and this is something we would like to explore in future.
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Appendix A. Different models

In this section we look into a different way of modelling chemical reactions, and
show that, when it comes to compatible aggregations, the same results we obtained
before still hold. The idea is to start with an abstract model of reactions of degree
d. This can be given by a set of rules as in (24) or concisely written as a heuristic
(25). In Section 4 a procedure was given for any r ∈ N to construct a Markov chain
on the state space 1

rX
r
n which was called a simulation or RHS of size r. We have

there seen that the aggregations compatible with the heuristic extend naturally to
aggregations of the associated RHS. The purpose of this section is to show that for
another natural derived model this still holds.

The approach in Section 4 was generational. With each time step the whole
generation would have been replaced. Consider now a model where in each time
step only one interaction occurs between d agents chosen at random. As before
Ω = {1, 2, . . . , n}, and let

T (p) =
∑
v∈Xdn

1
v! (d! · τv)pv
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be a heuristic, and let r ∈ N. We wish to construct a Markov chain with the set
of states 1

rX
r
n so that the transitions model the following process. Starting with a

state 1
rv representing the initial population v ∈ Xr

n, we firstly choose d elements at
random from v (repetitions are allowed). Then we look up the reaction involving
those reactants u ∈ Xd

n and one product is chosen according to the weights given
by τu . Finally, one element from v is chosen at random to be replaced with the
produced particle. This population, after scaling by 1

r , represents the state in the
following time step.

It is straightforward to compute the transitions for this model,

P
[

1
r
v → 1

r
w

]
=


∑n
i=1
(
T
( 1
rv
))
i

1
rvi, if w = v(

T
( 1
rv
))
j

1
rvi, if w − v = ej − ei and i 6= j

0, otherwise.
(27)

However, it will be convenient to write this Markov chain in a different way. Take
a countable family of independent random variables{

Zkα , Y
k
β : k ∈ N,α ∈ T

(
1
r
Xr
n

)
,β ∈ 1

r
Xr
n

}
,

where

Zkα ∼
(

1 2 . . . n
α1 α2 . . . αn

)
and Y kβ ∼

(
1 2 . . . n
β1 β2 . . . βn

)
and let 1

rV0,
1
rV1,

1
rV2, . . . denote a sequence of random trajectories over 1

rX
r
n of

this chain. Then it is clear that for all k ∈ N we have

1
r
Vk = F

(
1
r
Vk−1, Z

k
T( 1

rVk−1), Y
k
1
rVk−1

)
,(28)

where F : 1
rX

r
n × Ω× Ω→ 1

rX
r
n is given by

F

(
1
r
v, i, j

)
= 1
r

(v + ei − ej) , for all v ∈ Xr
n, i, j ∈ Ω.(29)

Let π : Ω→ {C1, . . . , Cm} = Ω̃ be a partition map and Ξ: Λn → Λm the associated
aggregation. In particular Ξ

( 1
rX

r
n

)
= 1

rX
r
m. Then from the definition of F it is

clear that a map F̃ : 1
rX

r
m × Ω̃× Ω̃→ 1

rX
r
m is well-defined by

F̃

(
Ξ
(

1
r
v

)
, π(i), π(j)

)
= Ξ

(
F

(
1
r
v, i, j

))
(30)

or in other words, Ξ× π × π is compatible with F .
Now it is easy to prove that the partition of 1

rX
r
n induced by Ξ is also a compat-

ible aggregation of this derived chain. Employing the usual criteria for matching
outgoing probabilities, it suffices to see that for any three states v,u,w ∈ Xr

n the
equality

P
[
Ξ
(

1
r
Vk

)
= Ξ

(
1
r
w

)
| Vk−1 = v

]
= P

[
Ξ
(

1
r
Vk

)
= Ξ

(
1
r
w

)
| Vk−1 = u

]
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holds as soon as Ξ
( 1
rv
)

= Ξ
( 1
ru
)
. The LHS of this expression is

P
[
Ξ
(
F

(
1
r
v, Zk

T( 1
r v), Y

k
1
r v

))
= Ξ

(
1
r
w

)
| Vk−1 = v

]
=

= P
[
Ξ
(
F

(
1
r
v, Zk

T( 1
r v), Y

k
1
r v

))
= Ξ

(
1
r
w

)]
=

=
∑

C,D∈Ω̃

∑
i∈C

∑
j∈D

χΞ(F( 1
r v,i,j))=Ξ( 1

rw)P
[
Zk
T( 1

r v) = i, Y k1
r v

= j
]

=

=
∑

C,D∈Ω̃

∑
i∈C

∑
j∈D

χF̃(Ξ( 1
r v),C,D)=Ξ( 1

rw)P
[
Zk
T( 1

r v) = i
]
P
[
Y k1
r v

= j
]

=

=
∑

C,D∈Ω̃

χF̃(Ξ( 1
r v),C,D)=Ξ( 1

rw)P
[
Zk
T( 1

r v) ∈ C
]
P
[
Y k1
r v
∈ D

]
,

where χ(·) represents an indicator, 0-1 function. Finally, it remains to notice that
the last expression above will not change if we substitute u instead of v. This
is beacause Ξ

( 1
rv
)

= Ξ
( 1
ru
)
, and hence also Ξ

(
T
( 1
rv
))

= Ξ
(
T
( 1
ru
))
. Now

backtracking the same steps we get the RHS.
The advantage of this approach is that many different derived models (simula-

tions of size r) form a single heuristic can be represented in this way. And for all
of them we have just shown that the aggregations that work for the heuristic, also
coarse grain those simulated Markov chains. This justifies our primary concern of
coarse graining heuristics.

Example 11. Let Ω = {1, 2, 3}, r = 2 and let the reactions be given by the ‘higher
number wins’ rule, i+ j → 1 ·max{i, j}. The transition matrix of the RHS is

1 · · 1/16 1/16 ·
· 1 · 9/16 · 1/16
· · 1 · 9/16 9/16
· · · 6/16 · ·
· · · · 6/16 ·
· · · · · 6/16

 ,

where the state space is 1
2X

2
3 and,

X2
3 = {(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), (0, 1, 1)}.

The other model we described in this section has the same state space but the
transitions are different 

1 · · 1/8 1/8 ·
· 1 · 3/8 · 1/8
· · 1 · 3/8 3/8
· · · 1/2 · ·
· · · · 1/2 ·
· · · · · 1/2

 .
Two derived models exhibit different behaviours but nonetheless, the same aggre-
gations are compatible with both systems, those induced by contiguous partitions.
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